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1 | Introduction

In these past few years, all car manufacturing companies have been investing heavily on research regarding
self driving vehicles. This field of technology involves multiple areas of science, from mechanical engineering
to data analysis, with the ultimate goal of obtaining reliable and safe automated driving. Artificial
Intelligence is one of the tools that can be used to avoid the necessity for human intervention. In this
specific case, we will be focusing on the development of a model that will be capable of recognising traffic
signs starting from pictures. This is obviously one of the most important features in any self-driving
system which hopes to achieve safety on the road. The goal of attaining self-driving vehicles is a prominent
and well-known application of AI which is of great interest to multinationals such as Tesla, Google and
many others. Road sign recognition is a key component of any self-driving system which hopes to achieve
safety on the road. In this project we aimed to develop a model which uses deep learning techniques to do
just this and classify specific road signs from images.

1.1 | Overview of the project
We began with a set of 50,000 images composed of 43 different types of road sign which we will split in
two to first train and then test our model. As this project is focused solely on classifying the road signs
our program will not check if an image is indeed that of a road sign or not - an added level of complexity
which a self-driving system will need.
As ours is an image classification problem we built a CNN (Convolutional Neural Network) model, trained
and validated it on our data and finally tested its accuracy.

1.2 | Basic knowledge about CNNs
Convolutional Neural Networks (CNNs) represent a class of deep learning models specifically designed
for processing and analysing visual data, making them particularly effective in image recognition tasks.
The architecture of CNNs is inspired by the visual processing mechanisms in the human brain. At their
core, CNNs employ convolutional layers to extract hierarchical features from input images. These layers
consist of filters or kernels that slide across the input, capturing local patterns and learning to recognize
low to high-level features. Pooling layers follow the convolutional layers, reducing spatial dimensions
while retaining essential information. This reduction in dimensionality helps in managing computational
complexity and can lead to a more efficient representation of the learned features. This hierarchical
feature extraction allows CNNs to automatically learn intricate patterns and representations from raw
pixel data. The subsequent fully connected layers then use these features for classification or other tasks.
Next, we implement a dropout layer, which randomly eliminates information to avoid overfitting the
model. The strength of CNNs lies in their ability to recognise spatial hierarchies and relationships within
images, making them well-suited for tasks like image classification, object detection, and segmentation.
The convolutional and pooling operations enable CNNs to efficiently capture relevant features, preserving
spatial dependencies crucial for understanding complex visual information. In summary, CNNs leverage
convolutional and pooling layers to automatically learn hierarchical features from images, making them
powerful tools for various image-related tasks due to their ability to capture spatial relationships and
patterns.
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1.3 | Basic knowledge about Tensorflow and Keras
Python is a preferred language for Convolutional Neural Networks (CNNs) due to its simplicity, readability,
and extensive libraries like TensorFlow and Keras. TensorFlow is an open-source machine learning
library developed by the Google Brain team. Launched in 2015, it has become one of the most popular
frameworks for building and training machine learning models. Its key feature is its computational graph,
where mathematical operations are represented as nodes and executed efficiently on various devices,
including CPUs and GPUs. TensorFlow supports a wide range of applications, from language processing
to speech and image recognition, which is the goal we strive to achieve. With its high-level APIs like
Keras, developers can easily build and deploy neural networks. Keras is a high-level neural network
API written in Python that serves as an interface for the TensorFlow library. Developed with a focus
on user-friendliness and modularity, Keras enables rapid prototyping and experimentation in building
neural networks. Introduced as a standalone project, Keras became an integral part of TensorFlow
in 2017, making it the default high-level API for the framework. It supports various neural network
architectures, including convolutional and recurrent networks, and facilitates quick implementation of
image classification.
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2 | Model and dataset

2.1 | Data set
As previously mentioned our dataset consists of 50,000 images made up of 43 different types of road signs
in Germany, it can be found on Kaggle and is part of the public domain. First, we split the dataset in two
to first train and then test the model at a ratio of about 4:1. Second, as CNN is in the supervised category
of neural networks we must have a labelled dataset. In this case each image was ‘“labelled” with the type
of road sign it is, to do this we used an OS module and the PIL library to store every image with its
corresponding label into lists. Finally, we converted these lists into a NumPy array and our data is ready
to be fed into the model. The shape of this final formatted data was (39209, 30, 30, 3), where 39209 is the
number of images (training data), each image has 30*30 pixels and 3 represents the RGB value (color).

2.2 | The model
The model initiates with a sequential layout, allowing for the linear stacking of layers. The architecture
includes multiple 2D convolutional layers, each followed by ReLU activation functions to introduce
non-linearity, enabling the model to learn complex patterns in the data. These convolutional layers, with
varying numbers of filters (32, 64, and 128), are crucial for feature extraction directly from the input
images. To mitigate the risk of overfitting—a common issue in deep learning models—dropout layers
with rates of 0.25 and 0.5 are interspersed between the convolutional layers, randomly dropping a portion
of the input units, thus forcing the network to learn more robust features. Additionally, max pooling
layers are employed to reduce the spatial dimensions of the output from preceding layers, effectively
lowering the number of parameters and computation required. After flattening the output to convert
the 2D feature maps into a 1D feature vector, the model integrates fully connected layers, including
a dense layer with 512 units (ReLU activated) and a final softmax layer with 43 units for multi-class
classification, indicating the model’s capability to distinguish among 43 different categories. The model
is compiled using the Adam optimizer and categorical crossentropy as the loss function, focusing on
accuracy as the primary metric. Training is conducted over 15 epochs with a batch size of 32, employing
separate training and validation datasets to optimize the weights and assess performance, respectively.
Upon completion of training, the model is saved to a file, allowing for future reuse without the necessity
for retraining. This CNN model exemplifies a robust approach to tackling image classification tasks,
emphasizing the importance of layer architecture, regularization techniques, and efficient optimization
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strategies in developing high-performing deep learning models. Observing two different accuracy levels
from the execution of ostensibly identical code can be attributed to several factors inherent to the training
of deep learning models. Firstly, the initialization of model weights, which are usually set to small random
values, can lead to variability in learning outcomes even with the same network architecture and training
data. Secondly, the stochastic nature of the optimization algorithm itself, particularly when using methods
like stochastic gradient descent (SGD) or variants thereof, introduces variability. These algorithms rely on
random subsets (mini-batches) of the data for each update, which can affect the trajectory of convergence.
Lastly, slight differences in the computational environment, such as differences in floating-point precision
or parallel processing behavior, can also lead to discrepancies in results.

2.3 | Building the model
easily
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3 | Conclusion

Having completed the training of our model there were a number of conclusions we could draw. For one
our model does at least work to some degree and in fact it had an accuracy of 0.9594 on the test data
- truly not a bad result for such a rudimental approach as ours as it conveys that our model is able to
correctly identify a road sign correctly approximately 95% of the time. However, with regards to the
initial inspiration of the project, namely the development of this deep learning model for a self-driving
automated system, unsurprisingly, this result is nowhere near satisfactory. Indeed if a human driver were
to incorrectly infer the meaning of a road sign 5% of the time, an accident would occur very quickly.
Nevertheless, the construction of such a model was certainly a very informative and educational process.
Moreover, it is interesting to reflect on what needs to be done to make our model more accurate on unseen
data. For example, a larger dataset with augmented data would be required to increase the diversity
of the training set. This data could also be normalised to stabilise and accelerate the training process.
One could also increase the depth and width of the CNN (number of layers) to make the model better
at capturing complex patterns and features of the inputs. All steps which require vast resources and
enormous amounts of computational power the likes of which the companies and research outlets leading
this development possess. In a nutshell, our project successfully demonstrates the application of CNNs in
the complex task of road sign classification, illustrating both the power and challenges of deep learning
methodologies. The observed variability in model performance serves as a reminder of the importance
of rigorous evaluation and validation practices in the development of machine learning models. Moving
forward, strategies such as averaging results over multiple runs, using ensemble methods, or further tuning
the model and training process could be explored to enhance reliability and accuracy, thereby improving
the model’s applicability in real-world scenarios, such as autonomous driving systems where accurate and
reliable road sign recognition is crucial.
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